**1 ) Solving XOR problem using DNN**

**PROGRAM :**

import numpy as np

import tensorflow as tf

from tensorflow.keras.models import Sequential

from tensorflow.keras.layers import Dense

X = np.array([[0, 0, 0], [0, 0, 1], [0, 1, 0], [0, 1, 1], [1, 0, 0], [1, 0, 1], [1, 1, 0], [1, 1, 1]])

y = np.array([0, 1, 1, 0, 1, 0, 0, 1])

model = Sequential()

model.add(Dense(4, activation='relu', input\_shape=(3,)))

model.add(Dense(16, activation='relu'))

model.add(Dense(32, activation='relu'))

model.add(Dense(64, activation='relu'))

model.add(Dense(1, activation='sigmoid'))

model.summary()

model.compile(loss='binary\_crossentropy', optimizer='adam', metrics=['accuracy'])

model.fit(X, y, epochs=100, verbose=1)

**loss,accuracy = model.evaluate(X,y)**

**print(f"loss:{loss}")**

**print(f"Accuracy:{accuracy}")**

**predictions = model.predict(X)**

**result = 0**

**for i in range(8):**

**if predictions[i] < 0.5:**

**result = 0**

**else:**

**result = 1**

**print(X[i], result)**

**2 A ) BUILDING A CNN MODEL FOR MNIST DATA**

**PROGRAM :**

import numpy as np

import matplotlib.pyplot as plt

import tensorflow as tf

from tensorflow import keras

from tensorflow.keras import layers, models

from sklearn.metrics import accuracy\_score, confusion\_matrix

import seaborn as sns

(X\_train, y\_train), (X\_test, y\_test) = keras.datasets.mnist.load\_data()

X\_train = X\_train.reshape((X\_train.shape[0], 28, 28, 1)).astype('float32') / 255.0

X\_test = X\_test.reshape((X\_test.shape[0], 28, 28, 1)).astype('float32') / 255.0

print(X\_train.shape, y\_train.shape, X\_test.shape, y\_test.shape)

plt.imshow(X\_train[1000].reshape(28, 28), cmap='gray')

plt.title(f'Label: {y\_train[1000]}')

plt.axis('off')

plt.show()

model = models.Sequential([

    layers.Conv2D(32, (3, 3), activation='relu', input\_shape=(28, 28, 1)),

    layers.MaxPooling2D((2, 2)),

    layers.Conv2D(64, (3, 3), activation='relu'),

    layers.MaxPooling2D((2, 2)),

    layers.Conv2D(64, (3, 3), activation='relu'),

    layers.Flatten(),

    layers.Dense(64, activation='relu'),

    layers.Dense(10, activation='softmax')

])

model.compile(optimizer='adam',

              loss='sparse\_categorical\_crossentropy',

              metrics=['accuracy'])

model.fit(X\_train, y\_train, epochs=15, batch\_size=64, validation\_split=0.1)

test\_loss, test\_acc = model.evaluate(X\_test, y\_test)

print(f'Test accuracy: {test\_acc:.4f}')

loss, accuracy = model.evaluate(X\_train, y\_train)

print(f"Loss: {loss}")

print(f"Accuracy: {accuracy}")  result = model.predict(X\_test)

y\_pred = np.argmax(result, axis=1)

cm = confusion\_matrix(y\_test, y\_pred)

**2 B ) BUILDING A CNN MODEL FOR CIFAR DATA**

**PROGRAM :**

import numpy as np

import tensorflow as tf

from tensorflow import keras

from tensorflow.keras import layers

from sklearn.metrics import confusion\_matrix, classification\_report

import matplotlib.pyplot as plt

import seaborn as sns

(X\_train, y\_train), (X\_test, y\_test) = keras.datasets.cifar10.load\_data()

X\_train = X\_train.astype('float32') / 255.0

X\_test = X\_test.astype('float32') / 255.0

y\_train = keras.utils.to\_categorical(y\_train, 10)

y\_test = keras.utils.to\_categorical(y\_test, 10)

model = keras.Sequential([

    layers.Conv2D(32, (3, 3), activation='relu', input\_shape=(32, 32, 3)),

    layers.MaxPooling2D((2, 2)),

    layers.Conv2D(64, (3, 3), activation='relu'),

    layers.MaxPooling2D((2, 2)),

    layers.Conv2D(64, (3, 3), activation='relu'),

    layers.Flatten(),

    layers.Dense(64, activation='relu'),

    layers.Dense(10, activation='softmax')

])

model.compile(optimizer='adam',

              loss='categorical\_crossentropy',   metrics=['accuracy'])

model.fit(X\_train, y\_train, epochs=50, batch\_size=64, validation\_data=(X\_test, y\_test))

test\_loss, test\_acc = model.evaluate(X\_test, y\_test)

print(f'Test accuracy: {test\_acc}')

y\_pred\_prob = model.predict(X\_test)

y\_pred = np.argmax(y\_pred\_prob, axis=1)  # Get the predicted class indices

y\_true = np.argmax(y\_test, axis=1)  # Get the true class indices for the ground truth

cm = confusion\_matrix(y\_true, y\_pred)

**3(a) FACE RECOGNITION USING CNN Date:**

from tensorflow.keras.preprocessing.image import ImageDataGenerator import os

data\_dir='C:/Users/VarshaK/Downloads/lfw\_facedata/lfw-deepfunneled/lfw-deepfunneled' datagen=ImageDataGenerator(rescale=1./255, validation\_split=0.2)

train\_data=datagen.flow\_from\_directory(

directory=data\_dir,

target\_size=(128,128),

batch\_size=32,

class\_mode='categorical',

subset='training'

)

val\_data=datagen.flow\_from\_directory(

directory=data\_dir,

target\_size=(128,128),

batch\_size=32,

class\_mode='categorical',

subset='validation'

)

pip install pillow

pip install matplotlib

import matplotlib.pyplot as plt

images,labels=next(train\_data)

plt.imshow(images[3])

class\_indices=train\_data.class\_indices

index\_to\_class={v: k for k,v in class\_indices.items()}

predicted\_label=3

person\_name=index\_to\_class[predicted\_label]

print('predicted person:', person\_name)

from tensorflow.keras import layers, models

model = models.Sequential()

model.add(layers.Conv2D(32,(3,3), activation ='relu', input\_shape=(128,128,3))) model.add(layers.MaxPooling2D(2,2))

model.add(layers.Conv2D(64, (3,3), activation='relu'))

model.add(layers.MaxPooling2D(2,2))

model.add(layers.Conv2D(128, (3,3), activation ='relu'))

model.add(layers.MaxPooling2D((2,2)))

model.add(layers.Flatten())

model.add(layers.Dense(444, activation = 'relu'))

model.add(layers.Dropout(0,2))

model.add(layers.Dense(5749, activation='softmax'))

model.summary()

model.compile(optimizer = 'adam', loss = 'categorical\_crossentropy', metrics =['accuracy']) model.fit(train\_data, validation\_data = val\_data, epochs = 20)

import cv2

import numpy as np

import matplotlib.pyplot as plt

img\_path = "C:/Users/Varsha

K/Downloads/lfw\_facedata/lfw-deepfunneled/lfw-deepfunneled/Aaron\_Guiel/Aaron\_Guie l\_0001.jpg"

img = cv2.imread(img\_path, cv2.IMREAD\_COLOR)

if img is not None:

img\_resized = cv2.resize(img, (128, 128))

img\_resized\_rgb = cv2.cvtColor(img\_resized, cv2.COLOR\_BGR2RGB) img\_normalized = img\_resized / 255.0

plt.imshow(img\_normalized)

plt.axis('off')

plt.show()

img\_expanded = np.expand\_dims(img\_normalized, axis=0) result = model.predict(img\_expanded)

print("Prediction result:", result)

else:

print("Error: Image not found or could not be loaded.")

predicted\_label = np.argmax(result)

predicted\_label

index\_to\_class[predicted\_label]

import gradio as gr

def preprocess\_image(image):

image = cv2.cvtColor(image, cv2.IMREAD\_COLOR)

#image = cv2.imread(image, cv2.IMREAD\_COLOR)

image = cv2.resize(image, (128,128))

image = image/255.

image =np.expand\_dims(image, axis=0)

return image

def predict(image):

image = np.array(image)

image = preprocess\_image(image)

prediction = model.predict(image)

predicted\_label = np.argmax(result)

return index\_to\_class[predicted\_label]

interface = gr.Interface(

fn=predict,

inputs=gr.Image(type="numpy"),

outputs=gr.Textbox(),

live=True, # Set to True if you want live updates

)

interface.launch(share=True)

**3 B A CNN MODEL FOR FACE DETECTION**

**PROGRAM :**

from tensorflow.keras.preprocessing.image import ImageDataGenerator

import os

from tensorflow.keras import layers,models

import Augmentor

data\_dir = r"C:\Users\Harish\Downloads\New\_class\_data"

for class\_name in os.listdir(data\_dir):

    class\_path = os.path.join(data\_dir, class\_name)

    if os.path.isdir(class\_path):

        p = Augmentor.Pipeline(class\_path)

        p.rotate(probability=0.7, max\_left\_rotation=10, max\_right\_rotation=10)

        p.zoom\_random(probability=0.5, percentage\_area=0.8)

        p.flip\_left\_right(probability=0.5)

        p.random\_contrast(probability=0.3, min\_factor=0.7, max\_factor=1.3)

        p.random\_brightness(probability=0.3, min\_factor=0.7, max\_factor=1.3)

        num\_original\_images = len(os.listdir(class\_path))

        images\_needed = 50 - num\_original\_images

        if images\_needed > 0:

            p.sample(images\_needed)

from tensorflow.keras.preprocessing.image import ImageDataGenerator

import os

data\_dir = '/content/drive/MyDrive/New\_class\_data'

datagen = ImageDataGenerator(rescale=1./255, validation\_split=0.2)

train\_data = datagen.flow\_from\_directory(

    directory=data\_dir,

    target\_size=(128, 128),

    batch\_size=32,

    class\_mode='categorical',

    subset='training'

)

val\_data = datagen.flow\_from\_directory(

    directory=data\_dir,

    target\_size=(128, 128),

    batch\_size=32,

    class\_mode='categorical',

    subset='validation'

)

print(train\_data.class\_indices)

class\_indices = train\_data.class\_indices

index\_to\_class = {v: k for k, v in class\_indices.items()}

predicted\_label = 3

person\_name = index\_to\_class[predicted\_label]

print("Predicted person:", person\_name)

from tensorflow.keras import layers, models

model = models.Sequential()

model.add(layers.Conv2D(32,(3,3), activation = 'relu', input\_shape = (128,128,3)))

model.add(layers.MaxPooling2D(2,2))

model.add(layers.Conv2D(64, (3, 3), activation='relu'))

model.add(layers.MaxPooling2D((2, 2)))

model.add(layers.Conv2D(128, (3, 3), activation='relu'))

model.add(layers.MaxPooling2D((2, 2)))

model.add(layers.Flatten())

model.add(layers.Dense(444, activation='relu'))

model.add(layers.Dropout(0.2))

model.add(layers.Dense(6, activation ='softmax'))

model.summary()

model.compile(optimizer='adam', loss='categorical\_crossentropy', metrics=['accuracy'])

model.fit(train\_data,validation\_data = val\_data, epochs = 25)

model.save('/content/drive/MyDrive/band\_model.h5')

import gradio as gr

import cv2

import numpy as np

from tensorflow.keras.models import load\_model

model = load\_model('/content/drive/MyDrive/band\_model.h5')

def predict\_image(image):

    image = np.array(image)

    img = cv2.resize(image, (128, 128))

    img = img / 255.0

    img\_batch = np.expand\_dims(img, axis=0)

    predictions = model.predict(img\_batch)

    predicted\_class = np.argmax(predictions, axis=1)[0]

    a=index\_to\_class[predicted\_class]

    return f"Predicted Class: {a}"

interface = gr.Interface(

    fn=predict\_image,

    inputs=gr.Image(),

    outputs="text",

    title="Image Classification",

    description="Upload an image to classify it using a pre-trained model."

)

interface.launch()

**4 A MODELLING USING RNN**

**PROGRAM :**

import pandas as pd

import numpy as np

import tensorflow as tf

from tensorflow.keras.preprocessing.text import Tokenizer

from tensorflow.keras.preprocessing.sequence import pad\_sequences

from tensorflow.keras.models import Sequential

from tensorflow.keras.layers import Embedding, SimpleRNN, Dense

from tensorflow.keras.utils import to\_categorical

corpus = [

    "Life is a mystery.",

    "Go with the flow.",

    "Just get over it.",

    "Everything will work out in the end.",

    "I need a break from everything."]

tokenizer = Tokenizer()

tokenizer.fit\_on\_texts(corpus)

total\_words = len(tokenizer.word\_index) + 1

input\_sequences=[]

for line in corpus:

    token\_list = tokenizer.texts\_to\_sequences([line])[0]

    for i in range(1, len(token\_list)):

        n\_gram\_sequence = token\_list[:i+1]

        input\_sequences.append(n\_gram\_sequence)

max\_sequence\_len = max([len(seq) for seq in input\_sequences])

input\_sequences = pad\_sequences(input\_sequences, maxlen = max\_sequence\_len, padding = 'pre')

X,y = input\_sequences[:, :-1], input\_sequences[:, -1]

y = to\_categorical(y, num\_classes = total\_words)

model = Sequential()

model.add(Embedding(total\_words, 100, input\_length = max\_sequence\_len-1))

model.add(SimpleRNN(150, return\_sequences = False))

model.add(Dense(total\_words, activation = 'softmax'))

model.compile(loss = 'categorical\_crossentropy', optimizer = 'adam', metrics = ['accuracy'])

history = model.fit(X, y, epochs = 100, verbose = 1)

def predict\_next\_word(model, tokenizer, text, max\_sequence\_len):

    token\_list = tokenizer.texts\_to\_sequences([text])[0]

    token\_list = pad\_sequences([token\_list], maxlen = max\_sequence\_len - 1, padding = 'pre')

    predicted = model.predict(token\_list, verbose = 0)

    predicted\_word\_index = np.argmax(predicted, axis = -1)[0]

    for word, index in tokenizer.word\_index.items():

        if index == predicted\_word\_index:

            return word

seed\_text = "I need a"

next\_word = predict\_next\_word(model,tokenizer, seed\_text, max\_sequence\_len)

print(f"Next word after '{seed\_text}': {next\_word}")

seed\_text = "Life is"

next\_word = predict\_next\_word(model, tokenizer, seed\_text, max\_sequence\_len)

print(f"Next word after '{seed\_text}' : {next\_word}

**4 B MODELLING USING RNN**

**PROGRAM AND OUTPUT :**

import pandas as pd

import os

import numpy as np

import tensorflow as tf

from tensorflow.keras.preprocessing.sequence import pad\_sequences

from tensorflow.keras.layers import Embedding, LSTM, Dense, Bidirectional

from tensorflow.keras.preprocessing.text import Tokenizer

from tensorflow.keras.models import Sequential

medium\_data = pd.read\_csv("Downloads/medium\_data.csv/medium\_data.csv")

medium\_data.head()

print("Number of records:", medium\_data.shape[0])

print("Number of fields:", medium\_data.shape[1])

medium\_data["title"]

medium\_data['title'] = medium\_data['title'].apply(lambda x: x.replace(u'\xa0', u' '))

medium\_data['title'] = medium\_data['title'].apply(lambda x: x.replace('\u200a', ' '))

tokenizer = Tokenizer(oov\_token = '<oov>')

tokenizer.fit\_on\_texts(medium\_data['title'])

total\_words = len(tokenizer.word\_index) + 1

print("Total number of words : ", total\_words)

input\_sequences = []

for line in medium\_data['title']:

    token\_list = tokenizer.texts\_to\_sequences([line])[0]

    for i in range(1, len(token\_list)):

        n\_gram\_sequences = token\_list[:i+1]

        input\_sequences.append(n\_gram\_sequences)

print("Total input sequences: " , len(input\_sequences))

max\_sequence\_len = max([len(x) for x in input\_sequences])

input\_sequences = np.array(pad\_sequences(input\_sequences, maxlen = max\_sequence\_len, padding = 'pre'))

input\_sequences[1]

xs, labels = input\_sequences[:,:-1], input\_sequences[:,-1]

ys = tf.keras.utils.to\_categorical(labels, num\_classes = total\_words)

print(xs[5])

print(labels[5])

print(ys[5][14])

model = Sequential()

model.add(Embedding(total\_words, 100, input\_length = max\_sequence\_len - 1))

model.add(SimpleRNN(150))

model.add(Dense(total\_words, activation = 'softmax'))

model.compile(loss = 'categorical\_crossentropy', optimizer = 'adam', metrics = ['accuracy'])

history = model.fit(xs, ys, epochs = 1, verbose = 1)

print(model)

seed\_text = "A Beginner's Guide"

next\_words = 2

for \_ in range(next\_words):

    token\_list = tokenizer.texts\_to\_sequences([seed\_text])[0]

    token\_list = pad\_sequences([token\_list], maxlen = max\_sequence\_len - 1, padding = 'pre')

    predicted = model.predict(token\_list, verbose = 0)

    predicted\_word\_index = np.argmax(predicted, axis = -1)

    output\_word = ""

    for word, index in tokenizer.word\_index.items():

        if index == predicted\_word\_index:

            output\_word = word

            break

    seed\_text += " " + output\_word

print(seed\_text)

**5 A SENTIMENT ANALYSIS USING LSTM**

**PROGRAM :**

import numpy as np

import pandas as pd

from tensorflow.keras.preprocessing.text import Tokenizer

from tensorflow.keras.preprocessing.sequence import pad\_sequences

from tensorflow.keras.models import Sequential

from tensorflow.keras.layers import Embedding, LSTM, Dense, Dropout

from sklearn.model\_selection import train\_test\_split

from sklearn.preprocessing import LabelEncoder

from sklearn.metrics import classification\_report, accuracy\_score

data = pd.read\_csv('/content/drive/MyDrive/IMDB Dataset.csv')

texts = data['review'].values

labels = data['sentiment'].values

label\_encoder = LabelEncoder()

labels = label\_encoder.fit\_transform(labels)

max\_vocab\_size = 5000

max\_sequence\_length = 100

tokenizer = Tokenizer(num\_words=max\_vocab\_size, oov\_token="<OOV>")

tokenizer.fit\_on\_texts(texts)

word\_index = tokenizer.word\_index

sequences = tokenizer.texts\_to\_sequences(texts)

padded\_sequences = pad\_sequences(sequences, maxlen=max\_sequence\_length, padding='post')

X\_train, X\_test, y\_train, y\_test = train\_test\_split(padded\_sequences, labels, test\_size=0.2, random\_state=42)

model = Sequential()

model.add(Embedding(input\_dim=max\_vocab\_size, output\_dim=64, input\_length=max\_sequence\_length))

model.add(LSTM(64, return\_sequences=False))

model.add(Dropout(0.5))

model.add(Dense(32, activation='relu'))

model.add(Dense(len(set(labels)), activation=sigmoid))

model.compile(loss='sparse\_categorical\_crossentropy', optimizer='adam', metrics=['accuracy'])

model.fit(X\_train, y\_train, epochs=7, validation\_data=(X\_test, y\_test), batch\_size=32)

loss, accuracy = model.evaluate(X\_test, y\_test)

print(f'Test Accuracy: {accuracy}')

**def predict\_emotion(input\_text):**

    input\_seq = tokenizer.texts\_to\_sequences([input\_text])

    input\_padded = pad\_sequences(input\_seq, maxlen=max\_sequence\_length, padding='post')

    prediction = model.predict(input\_padded)

    predicted\_class = np.argmax(prediction, axis=1)

    emotion\_label = label\_encoder.inverse\_transform(predicted\_class)

    return emotion\_label[0]

**def gradio\_predict(text):**

    return predict\_emotion(text)

interface = gr.Interface(fn=gradio\_predict,

                         inputs="text",

                         outputs="text",

                         title="Emotion Prediction",

                         description="Enter a sentence and the model will predict the emotion.")

interface.launch()

**Ex No : 6         PARTS OF SPEECH TAGGING USING SEQUENCE TO SEQUENCE**

import numpy as np

from nltk.corpus import brown,treebank,conll2000

from keras.preprocessing.sequence import pad\_sequences

from keras.models import Sequential,Model

from keras.layers import Embedding,Dense,Input,LSTM,GRU,Bidirectional,SimpleRNN ,RNN

from tensorflow.keras.preprocessing.text import Tokenizer

from sklearn.model\_selection import train\_test\_split

from tensorflow.keras.utils import to\_categorical

import nltk

nltk.download('treebank')

nltk.download('brown')

nltk.download('conll2000')

nltk.download('universal\_tagset')

treebank\_corpus=treebank.tagged\_sents(tagset='universal')

brown\_corpus=brown.tagged\_sents(tagset='universal')

conll\_corpus=conll2000.tagged\_sents(tagset='universal')

tagged\_sentences=treebank\_corpus+brown\_corpus+conll\_corpus

X=[]

Y=[]

for sentence in tagged\_sentences:

    X\_sentence=[]

    Y\_sentence=[]

    for entity in sentence:

        X\_sentence.append(entity[0])

        Y\_sentence.append(entity[1])

    X.append(X\_sentence)

    Y.append(Y\_sentence)

word\_tokenizer=Tokenizer(oov\_token='<OOV>')

word\_tokenizer.fit\_on\_texts(Y)

tag\_tokenizer=Tokenizer(lower=False)

tag\_tokenizer.fit\_on\_texts(Y)

X\_sequences=word\_tokenizer.texts\_to\_sequences(X)

Y\_sequences=tag\_tokenizer.texts\_to\_sequences(Y)

maxlen=max([len(seq) for seq in X\_sequences])

X\_padded = pad\_sequences(X\_sequences, maxlen=maxlen, padding='post')

Y\_padded = pad\_sequences(Y\_sequences, maxlen=maxlen, padding='post')

num\_tags=len(tag\_tokenizer.word\_index)+1

Y\_onehot=[to\_categorical(seq,num\_classes=num\_tags) for seq in Y\_padded]

Y\_onehot = np.array(Y\_onehot)

X\_train, X\_test, Y\_train, Y\_test = train\_test\_split(X\_padded, Y\_onehot, test\_size=0.2, random\_state=42)

vocab\_size = len(word\_tokenizer.word\_index) + 1

embedding\_dim = 128

hidden\_size = 256

num\_tags = len(tag\_tokenizer.word\_index) + 1

input\_seq = Input(shape=(maxlen,))

embedding\_layer = Embedding(input\_dim=vocab\_size, output\_dim=embedding\_dim, input\_length=maxlen)(input\_seq)

encoder\_output = Bidirectional(LSTM(hidden\_size, return\_sequences=True))(embedding\_layer)

output\_layer = Dense(num\_tags, activation='softmax')(encoder\_output)

model = Model(inputs=input\_seq, outputs=output\_layer)

model.compile(optimizer='adam', loss='categorical\_crossentropy', metrics=['accuracy'])

model.fit(X\_train, Y\_train, epochs=10, batch\_size=32, validation\_data=(X\_test, Y\_test))

sentence = ["The", "dog", "eats", "snacks"]

X\_input = word\_tokenizer.texts\_to\_sequences([sentence])

X\_input\_padded = pad\_sequences(X\_input, maxlen=maxlen, padding='post')

predictions = model.predict(X\_input\_padded)

predicted\_indices = np.argmax(predictions, axis=-1)

predicted\_tags = []

for idx in predicted\_indices[0]:

    if idx != 0:

        predicted\_tags.append(tag\_tokenizer.index\_word.get(idx, "UNK"))

print("Input sentence: ", sentence)

print("Predicted POS Tags: ", predicted\_tags)

**Ex No : 7 MACHINE TRANSLATION USING ENCODER-DECODER MODEL**

**PROGRAM :**

import pandas as pd

import numpy as np

import tensorflow as tf

from tensorflow.keras.models import Model

from tensorflow.keras.layers import Input, LSTM, Dense

from tensorflow.keras.preprocessing.text import Tokenizer

from tensorflow.keras.preprocessing.sequence import pad\_sequences

df = pd.read\_csv(r'/content/drive/MyDrive/general\_en\_ta 87k.csv')

df = df.iloc[:20000, 1:]

df.columns = ['English', 'Tamil']

df['Tamil'] = df['Tamil'].apply(lambda x: '<start> ' + x + ' <end>')

eng\_tokenizer = Tokenizer()

eng\_tokenizer.fit\_on\_texts(df['English'])

eng\_sequences = eng\_tokenizer.texts\_to\_sequences(df['English'])

tamil\_tokenizer = Tokenizer()

tamil\_tokenizer.fit\_on\_texts(df['Tamil'])

tamil\_sequences = tamil\_tokenizer.texts\_to\_sequences(df['Tamil'])

print(tamil\_tokenizer.word\_index)

![](data:image/png;base64,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)

num\_encoder\_tokens = len(eng\_tokenizer.word\_index) + 1

num\_decoder\_tokens = len(tamil\_tokenizer.word\_index) + 1

max\_encoder\_seq\_length = max([len(seq) for seq in eng\_sequences])

max\_decoder\_seq\_length = max([len(seq) for seq in tamil\_sequences])

encoder\_input\_data = pad\_sequences(eng\_sequences, maxlen=max\_encoder\_seq\_length, padding='post')

decoder\_input\_data = pad\_sequences(tamil\_sequences, maxlen=max\_decoder\_seq\_length, padding='post')

decoder\_target\_data = np.zeros\_like(decoder\_input\_data)

decoder\_target\_data[:, :-1] = decoder\_input\_data[:, 1:]

encoder\_input\_data = tf.keras.utils.to\_categorical(encoder\_input\_data, num\_encoder\_tokens)

decoder\_input\_data = tf.keras.utils.to\_categorical(decoder\_input\_data, num\_decoder\_tokens)

latent\_dim = 512

encoder\_inputs = Input(shape=(None, num\_encoder\_tokens))

encoder = LSTM(latent\_dim, return\_state=True, return\_sequences=True)

encoder\_outputs, state\_h, state\_c = encoder(encoder\_inputs)

encoder \_states = [state\_h, state\_c]

decoder\_inputs = Input(shape=(None, num\_decoder\_tokens))

decoder\_lstm = LSTM(latent\_dim, return\_sequences=True, return\_state=True)

decoder\_outputs, \_, \_ = decoder\_lstm(decoder\_inputs, initial\_state=encoder\_states)

decoder\_dense = Dense(num\_decoder\_tokens, activation='softmax')

decoder\_outputs = decoder\_dense(decoder\_outputs)

model = Model([encoder\_inputs, decoder\_inputs], decoder\_outputs)

model.compile(optimizer='rmsprop', loss='sparse\_categorical\_crossentropy', metrics=['accuracy'])

model.fit([encoder\_input\_data, decoder\_input\_data], decoder\_target\_data,

          epochs=20, validation\_split=0.2)

model.save('English\_tamil\_translation\_model.h5')

encoder\_model = Model(encoder\_inputs, encoder\_states)

decoder\_state\_input\_h = Input(shape=(latent\_dim,))

decoder\_state\_input\_c = Input(shape=(latent\_dim,))

decoder\_states\_inputs = [decoder\_state\_input\_h, decoder\_state\_input\_c]

decoder\_outputs, state\_h, state\_c = decoder\_lstm(

     decoder\_inputs, initial\_state=decoder\_states\_inputs)

decoder\_states = [state\_h, state\_c]

decoder\_outputs = decoder\_dense(decoder\_outputs)

decoder\_model = Model(

    [decoder\_inputs] + decoder\_states\_inputs,

    [decoder\_outputs] + decoder\_states)

def decode\_sequence(input\_seq):

     states\_value = encoder\_model.predict(input\_seq)

     target\_seq = np.zeros((1, 1, num\_decoder\_tokens))

     target\_seq[0, 0, tamil\_tokenizer.word\_index['start']] = 1.0

     stop\_condition = False

     decoded\_sentence = ''

     while not stop\_condition:

         output\_tokens, h, c = decoder\_model.predict([target\_seq] + states\_value)

         sampled\_token\_index = np.argmax(output\_tokens[0, -1, :])

         sampled\_char = tamil\_tokenizer.index\_word.get(sampled\_token\_index, '')

         decoded\_sentence += ' ' + sampled\_char

         if sampled\_char == 'end' or len(decoded\_sentence) > max\_decoder\_seq\_length:

             stop\_condition = True

         target\_seq = np.zeros((1, 1, num\_decoder\_tokens))

         target\_seq[0, 0, sampled\_token\_index] = 1.0

         states\_value = [h, c]

     return decoded\_sentence

test\_sentence = "How are you?"

test\_sequence = eng\_tokenizer.texts\_to\_sequences([test\_sentence])

test\_sequence = pad\_sequences(test\_sequence, maxlen=max\_encoder\_seq\_length, padding='post')

test\_sequence = tf.keras.utils.to\_categorical(test\_sequence, num\_encoder\_tokens)

translated\_sentence = decode\_sequence(test\_sequence)

print(f'Translated sentence: {translated\_sentence}')

test\_sentence = "Seize him"

test\_sequence = eng\_tokenizer.texts\_to\_sequences([test\_sentence])

test\_sequence = pad\_sequences(test\_sequence, maxlen=max\_encoder\_seq\_length, padding='post')

test\_sequence = tf.keras.utils.to\_categorical(test\_sequence, num\_encoder\_tokens)

translated\_sentence = decode\_sequence(test\_sequence)

print(f'Translated sentence: {translated\_sentence}')

**8     IMAGE AUGMENTATION USING GANs**

import tensorflow as tf

from tensorflow.keras import layers

import numpy as np

import os

from PIL import Image

from tensorflow.keras import models

import matplotlib.pyplot as plt

image\_folder = '/content/drive/MyDrive/Gan\_image'

image\_size = (64, 64)

images = []

for filename in os.listdir(image\_folder):

    if filename.endswith(".jpeg") or filename.endswith(".png"):

        img = Image.open(os.path.join(image\_folder, filename))

        img = img.resize(image\_size).convert('L')

        img = np.array(img) / 255.0

        images.append(img)

images = np.array(images).reshape(-1, image\_size[0], image\_size[1], 1)

print("Shape of images:", images.shape )

def make\_generator\_model():

    model = models.Sequential()

    model.add(layers.Dense(8\*8\*256, use\_bias=False, input\_shape=(100,)))

    model.add(layers.BatchNormalization())

    model.add(layers.LeakyReLU())

    model.add(layers.Reshape((8, 8, 256)))

    model.add(layers.Conv2DTranspose(128, (5, 5), strides=(2, 2), padding='same', use\_bias=False))

    model.add(layers.BatchNormalization())

    model.add(layers.LeakyReLU())

    model.add(layers.Conv2DTranspose(64, (5, 5), strides=(2, 2), padding='same', use\_bias=False))

    model.add(layers.BatchNormalization())

    model.add(layers.LeakyReLU())

    model.add(layers.Conv2DTranspose(1, (5, 5), strides=(2, 2), padding='same', use\_bias=False, activation='tanh'))

    return model

def make\_discriminator\_model():

    model = models.Sequential()

    model.add(layers.Conv2D(64, (5, 5), strides=(2, 2), padding='same', input\_shape=[64, 64, 1]))

    model.add(layers.LeakyReLU())

    model.add(layers.Dropout(0.3))

    model.add(layers.Conv2D(128, (5, 5), strides=(2, 2), padding='same'))

    model.add(layers.LeakyReLU())

    model.add(layers.Dropout(0.3))

    model.add(layers.Flatten())

    model.add(layers.Dense(1))

    return model

generator = make\_generator\_model()

discriminator = make\_discriminator\_model()

generator\_optimizer = tf.keras.optimizers.Adam(1e-4)

discriminator\_optimizer = tf.keras.optimizers.Adam(1e-4)

cross\_entropy = tf.keras.losses.BinaryCrossentropy(from\_logits=True)

def discriminator\_loss(real\_output, fake\_output):

    real\_loss = cross\_entropy(tf.ones\_like(real\_output), real\_output)

    fake\_loss = cross\_entropy(tf.zeros\_like(fake\_output), fake\_output)

    total\_loss = real\_loss + fake\_loss

    return total\_loss

def generator\_loss(fake\_output):

    return cross\_entropy(tf.ones\_like(fake\_output), fake\_output)

@tf.function

def train\_step(images):

    noise = tf.random.normal([BATCH\_SIZE, noise\_dim])

    with tf.GradientTape() as gen\_tape, tf.GradientTape() as disc\_tape:

        generated\_images = generator(noise, training=True)

        real\_output = discriminator(images, training=True)

        fake\_output = discriminator(generated\_images, training=True)

        gen\_loss = generator\_loss(fake\_output)

        disc\_loss = discriminator\_loss(real\_output, fake\_output)

    gradients\_of\_generator = gen\_tape.gradient(gen\_loss, generator.trainable\_variables)

    gradients\_of\_discriminator = disc\_tape.gradient(disc\_loss, discriminator.trainable\_variables)

    generator\_optimizer.apply\_gradients(zip(gradients\_of\_generator, generator.trainable\_variables))

    discriminator\_optimizer.apply\_gradients(zip(gradients\_of\_discriminator, discriminator.trainable\_variables))

def train(dataset, epochs):

    for epoch in range(epochs):

        for image\_batch in dataset:

            train\_step(image\_batch)

        if epoch % 400 == 0:

            generate\_and\_save\_images(generator, epoch + 1, seed)

def generate\_and\_save\_images(model, epoch, test\_input):

    predictions = model(test\_input, training=False)

    fig = plt.figure(figsize=(40, 40))

    for i in range(predictions.shape[0]):

        plt.subplot(4, 4, i + 1)

        plt.imshow(predictions[i, :, :, 0] \* 127.5 + 127.5, cmap='gray')

        plt.axis('off')

    plt.savefig(f'/content/drive/MyDrive/Gan\_image/epoch\_{epoch}.png')

    plt.show()

BATCH\_SIZE = 64

noise\_dim = 100

seed = tf.random.normal([16, noise\_dim])

train\_dataset = tf.data.Dataset.from\_tensor\_slices(images).shuffle(buffer\_size=1024).batch(BATCH\_SIZE)

train(train\_dataset, 10000)

|  |  |  |  |
| --- | --- | --- | --- |
|  | **4 A  LANGUAGE MODELLING USING RNN**  import pandas as pd  import numpy as np  import tensorflow as tf  from tensorflow.keras.preprocessing.text import Tokenizer  from tensorflow.keras.preprocessing.sequence import pad\_sequences  from tensorflow.keras.models import Sequential  from tensorflow.keras.layers import Embedding, SimpleRNN, Dense  from tensorflow.keras.utils import to\_categorical  corpus = [      "Life is a mystery.",      "Go with the flow.",      "Just get over it.",      "Everything will work out in the end.",      "I need a break from everything."]  tokenizer = Tokenizer()  tokenizer.fit\_on\_texts(corpus)  total\_words = len(tokenizer.word\_index) + 1  input\_sequences=[]  for line in corpus:      token\_list = tokenizer.texts\_to\_sequences([line])[0]      for i in range(1, len(token\_list)):          n\_gram\_sequence = token\_list[:i+1]          input\_sequences.append(n\_gram\_sequence)  max\_sequence\_len = max([len(seq) for seq in input\_sequences])  input\_sequences = pad\_sequences(input\_sequences, maxlen = max\_sequence\_len, padding = 'pre')  X,y = input\_sequences[:, :-1], input\_sequences[:, -1]  y = to\_categorical(y, num\_classes = total\_words)  model = Sequential()  model.add(Embedding(total\_words, 100, input\_length = max\_sequence\_len-1))  model.add(SimpleRNN(150, return\_sequences = False))  model.add(Dense(total\_words, activation = 'softmax'))  model.compile(loss = 'categorical\_crossentropy', optimizer = 'adam', metrics = ['accuracy'])  history = model.fit(X, y, epochs = 100, verbose = 1)  def predict\_next\_word(model, tokenizer, text, max\_sequence\_len):      token\_list = tokenizer.texts\_to\_sequences([text])[0]      token\_list = pad\_sequences([token\_list], maxlen = max\_sequence\_len - 1, padding = 'pre')      predicted = model.predict(token\_list, verbose = 0)      predicted\_word\_index = np.argmax(predicted, axis = -1)[0]      for word, index in tokenizer.word\_index.items():          if index == predicted\_word\_index:              return word  seed\_text = "I need a"  next\_word = predict\_next\_word(model,tokenizer, seed\_text, max\_sequence\_len)  print(f"Next word after '{seed\_text}': {next\_word}")  seed\_text = "Life is"  next\_word = predict\_next\_word(model, tokenizer, seed\_text, max\_sequence\_len)  print(f"Next word after '{seed\_text}' : {next\_word} | **4 B LANGUAGE MODELLING USING RNN**  import pandas as pd import os import numpy as np  import tensorflow as tf  from tensorflow.keras.preprocessing.sequence import pad\_sequences  from tensorflow.keras.layers import Embedding, LSTM, Dense, Bidirectional  from tensorflow.keras.preprocessing.text import Tokenizer  from tensorflow.keras.models import Sequential  medium\_data = pd.read\_csv("Downloads/medium\_data.csv/medium\_data.csv")  medium\_data.head()  print("Number of records:", medium\_data.shape[0])  print("Number of fields:", medium\_data.shape[1])  medium\_data["title"]  medium\_data['title'] = medium\_data['title'].apply(lambda x: x.replace(u'\xa0', u' '))  medium\_data['title'] = medium\_data['title'].apply(lambda x: x.replace('\u200a', ' '))  tokenizer = Tokenizer(oov\_token = '<oov>')  tokenizer.fit\_on\_texts(medium\_data['title'])  total\_words = len(tokenizer.word\_index) + 1  print("Total number of words : ", total\_words)  input\_sequences = []  for line in medium\_data['title']:      token\_list = tokenizer.texts\_to\_sequences([line])[0]      for i in range(1, len(token\_list)):          n\_gram\_sequences = token\_list[:i+1]          input\_sequences.append(n\_gram\_sequences)  print("Total input sequences: " , len(input\_sequences))  max\_sequence\_len = max([len(x) for x in input\_sequences])  input\_sequences = np.array(pad\_sequences(input\_sequences, maxlen = max\_sequence\_len, padding = 'pre'))  input\_sequences[1]  xs, labels = input\_sequences[:,:-1], input\_sequences[:,-1]  ys = tf.keras.utils.to\_categorical(labels, num\_classes = total\_words) print(xs[5]) print(labels[5]) print(ys[5][14])  model = Sequential()  model.add(Embedding(total\_words, 100, input\_length = max\_sequence\_len - 1))  model.add(SimpleRNN(150))  model.add(Dense(total\_words, activation = 'softmax'))  model.compile(loss = 'categorical\_crossentropy', optimizer = 'adam', metrics = ['accuracy'])  history = model.fit(xs, ys, epochs = 1, verbose = 1)  print(model)  seed\_text = "A Beginner's Guide"  next\_words = 2  for \_ in range(next\_words):      token\_list = tokenizer.texts\_to\_sequences([seed\_text])[0]      token\_list = pad\_sequences([token\_list], maxlen = max\_sequence\_len - 1, padding = 'pre')      predicted = model.predict(token\_list, verbose = 0)      predicted\_word\_index = np.argmax(predicted, axis = -1)      output\_word = ""      for word, index in tokenizer.word\_index.items():          if index == predicted\_word\_index:              output\_word = word              break      seed\_text += " " + output\_word  print(seed\_text) | **8 IMAGEAUGMENTATION USING GANs**  from tensorflow.keras import layers  from PIL import Image  from tensorflow.keras import models plt np  image\_folder = '/content/drive/MyDrive/Gan\_image'  image\_size = (64, 64)  images = []  for filename in os.listdir(image\_folder):      if filename.endswith(".jpeg") or filename.endswith(".png"):          img = Image.open(os.path.join(image\_folder, filename))          img = img.resize(image\_size).convert('L')          img = np.array(img) / 255.0  images.append(img)  images = np.array(images).reshape(-1, image\_size[0], image\_size[1], 1)  print("Shape of images:", images.shape )  def make\_generator\_model():  model = models.Sequential()      model.add(layers.Dense(8\*8\*256, use\_bias=False, input\_shape=(100,))) model.add(layers.BatchNormalization())      model.add(layers.LeakyReLU())      model.add(layers.Reshape((8, 8, 256)))      model.add(layers.Conv2DTranspose(128, (5, 5), strides=(2, 2), padding='same', use\_bias=False))      model.add(layers.BatchNormalization())      model.add(layers.LeakyReLU())      model.add(layers.Conv2DTranspose(64, (5, 5), strides=(2, 2), padding='same', use\_bias=False))      model.add(layers.BatchNormalization())      model.add(layers.LeakyReLU())      model.add(layers.Conv2DTranspose(1, (5, 5), strides=(2, 2), padding='same', use\_bias=False, activation='tanh'))      return model  def make\_discriminator\_model():      model = models.Sequential()      model.add(layers.Conv2D(64, (5, 5), strides=(2, 2), padding='same', input\_shape=[64, 64, 1]))      model.add(layers.LeakyReLU())      model.add(layers.Dropout(0.3))      model.add(layers.Conv2D(128, (5, 5), strides=(2, 2), padding='same'))      model.add(layers.LeakyReLU())  model.add(layers.Dropout(0.3))  model.add(layers.Flatten())  model.add(layers.Dense(1))  return model  generator = make\_generator\_model()  discriminator = make\_discriminator\_model()  generator\_optimizer = tf.keras.optimizers.Adam(1e-4)  discriminator\_optimizer = tf.keras.optimizers.Adam(1e-4)  cross\_entropy = tf.keras.losses.BinaryCrossentropy(from\_logits=True)  def discriminator\_loss(real\_output, fake\_output):      real\_loss = cross\_entropy(tf.ones\_like(real\_output), real\_output)      fake\_loss = cross\_entropy(tf.zeros\_like(fake\_output), fake\_output)      total\_loss = real\_loss + fake\_loss  return total\_loss  def generator\_loss(fake\_output):      return cross\_entropy(tf.ones\_like(fake\_output), fake\_output)  @tf.function |
|  | X\_input = word\_tokenizer.texts\_to\_sequences([sentence])  X\_input\_padded = pad\_sequences(X\_input, maxlen=maxlen, padding='post')  predictions = model.predict(X\_input\_padded)  predicted\_indices = np.argmax(predictions, axis=-1)  predicted\_tags = []  for idx in predicted\_indices[0]:      if idx != 0:          predicted\_tags.append(tag\_tokenizer.index\_word.get(idx, "UNK"))  print("Input sentence: ", sentence)  print("Predicted POS Tags: ", predicted\_tags) | decoder\_state\_input\_c = Input(shape=(latent\_dim,))  decoder\_states\_inputs = [decoder\_state\_input\_h, decoder\_state\_input\_c]  decoder\_outputs, state\_h, state\_c = decoder\_lstm(      decoder\_inputs, initial\_state=decoder\_states\_inputs)  decoder\_states = [state\_h, state\_c]  decoder\_outputs = decoder\_dense(decoder\_outputs)  decoder\_model = Model(      [decoder\_inputs] + decoder\_states\_inputs,      [decoder\_outputs] + decoder\_states)  def decode\_sequence(input\_seq):      states\_value = encoder\_model.predict(input\_seq)      target\_seq = np.zeros((1, 1, num\_decoder\_tokens))      target\_seq[0, 0, tamil\_tokenizer.word\_index['start']] = 1.0      stop\_condition = False      decoded\_sentence = ''      while not stop\_condition:          output\_tokens, h, c = decoder\_model.predict([target\_seq] + states\_value)          sampled\_token\_index = np.argmax(output\_tokens[0, -1, :])          sampled\_char = tamil\_tokenizer.index\_word.get(sampled\_token\_index, '')          decoded\_sentence += ' ' + sampled\_char          if sampled\_char == 'end' or len(decoded\_sentence) > max\_decoder\_seq\_length:              stop\_condition = True          target\_seq = np.zeros((1, 1, num\_decoder\_tokens))          target\_seq[0, 0, sampled\_token\_index] = 1.0          states\_value = [h, c]      return decoded\_sentence  test\_sentence = "How are you?"  test\_sequence = eng\_tokenizer.texts\_to\_sequences([test\_sentence])  test\_sequence = pad\_sequences(test\_sequence, maxlen=max\_encoder\_seq\_length, padding='post')  test\_sequence = tf.keras.utils.to\_categorical(test\_sequence, num\_encoder\_tokens)  translated\_sentence = decode\_sequence(test\_sequence)  print(f'Translated sentence: {translated\_sentence}') | X\_sequences = tokenizer.texts\_to\_sequences(X\_preprocessed)  X\_padded = pad\_sequences(X\_sequences, maxlen=100)  validation\_sequences = tokenizer.texts\_to\_sequences(validation\_X\_preprocessed)  validation\_padded = pad\_sequences(validation\_sequences, maxlen=100)  X\_train, X\_test, Y\_train, Y\_test = train\_test\_split(X\_padded, Y\_encoded, test\_size=0.2, random\_state=42)  model = Sequential()  model.add(Embedding(input\_dim=5000, output\_dim=128, input\_length=100))  model.add(LSTM(128, dropout=0.1, return\_sequences=True))  model.add(LSTM(128, dropout=0.1))  model.add(Dense(4, activation='softmax'))  model.compile(loss='sparse\_categorical\_crossentropy',                optimizer='adam',                metrics=['accuracy'])  early\_stopping = EarlyStopping(monitor='val\_loss', patience=3, restore\_best\_weights=True)  history = model.fit(X\_padded, Y\_encoded,                      epochs=10,                      batch\_size=64,                      validation\_data=(validation\_padded, validation\_Y\_encoded),                      callbacks=[early\_stopping])  loss, accuracy = model.evaluate(X\_test, Y\_test)  print(f'Test Loss: {loss}')  print(f'Test Accuracy: {accuracy}')  def predict(text):      text\_preprocessed = preprocess\_text(text)      text\_sequence = tokenizer.texts\_to\_sequences([text\_preprocessed])      text\_padded = pad\_sequences(text\_sequence, maxlen=100)      res = model.predict(text\_padded)      predicted\_class = res.argmax(axis=1)[0]      predicted\_label = encoder.inverse\_transform([predicted\_class])[0]      confidence = res[0][predicted\_class]      return predicted\_label, confidence  iface = gr.Interface(      fn=predict,      inputs=gr.Textbox(lines=2, placeholder="Type your text here..."),      outputs=["text", "number"],      title="Text Classification Model",      description="Enter a sentence to get its predicted classification and confidence score."  )  iface.launch() |
| def train\_step(images):      noise = tf.random.normal([BATCH\_SIZE, noise\_dim])      with tf.GradientTape() as gen\_tape, tf.GradientTape() as disc\_tape:          generated\_images = generator(noise, training=True)          real\_output = discriminator(images, training=True)          fake\_output = discriminator(generated\_images, training=True)          gen\_loss = generator\_loss(fake\_output)          disc\_loss = discriminator\_loss(real\_output, fake\_output)      gradients\_of\_generator = gen\_tape.gradient(gen\_loss, generator.trainable\_variables)      gradients\_of\_discriminator = disc\_tape.gradient(disc\_loss, discriminator.trainable\_variables)      generator\_optimizer.apply\_gradients(zip(gradients\_of\_generator, generator.trainable\_variables))      discriminator\_optimizer.apply\_gradients(zip(gradients\_of\_discriminator, discriminator.trainable\_variables))  def train(dataset, epochs):  for epoch in range(epochs):          for image\_batch in dataset:  train\_step(image\_batch)          if epoch % 400 == 0:              generate\_and\_save\_images(generator, epoch + 1, seed)  def generate\_and\_save\_images(model, epoch, test\_input):      predictions = model(test\_input, training=False)      fig = plt.figure(figsize=(40, 40))      for i in range(predictions.shape[0]):  plt.subplot(4, 4, i + 1)          plt.imshow(predictions[i, :, :, 0] \* 127.5 + 127.5, cmap='gray')  plt.axis('off')      plt.savefig(f'/content/drive/MyDrive/Gan\_image/epoch\_{epoch}.png')  plt.show()  BATCH\_SIZE = 64  noise\_dim = 100  seed = tf.random.normal([16, noise\_dim])  train\_dataset = tf.data.Dataset.from\_tensor\_slices(images).shuffle(buffer\_size=1024).batch(BATCH\_SIZE)  train(train\_dataset, 10000) | **5 A SENTIMENT ANALYSIS USING LSTM**  import numpy as np  import pandas as pd  from tensorflow.keras.preprocessing.text import Tokenizer  from tensorflow.keras.preprocessing.sequence import pad\_sequences  from tensorflow.keras.models import Sequential  from tensorflow.keras.layers import Embedding, LSTM, Dense, Dropout  from sklearn.model\_selection import train\_test\_split  from sklearn.preprocessing import LabelEncoder  from sklearn.metrics import classification\_report, accuracy\_score  data = pd.read\_csv('/content/drive/MyDrive/IMDB Dataset.csv')  texts = data['review'].values  labels = data['sentiment'].values  label\_encoder = LabelEncoder()  labels = label\_encoder.fit\_transform(labels)  max\_vocab\_size = 5000  max\_sequence\_length = 100  tokenizer = Tokenizer(num\_words=max\_vocab\_size, oov\_token="<OOV>")  tokenizer.fit\_on\_texts(texts)  word\_index = tokenizer.word\_index  sequences = tokenizer.texts\_to\_sequences(texts)  padded\_sequences = pad\_sequences(sequences, maxlen=max\_sequence\_length, padding='post')  X\_train, X\_test, y\_train, y\_test = train\_test\_split(padded\_sequences, labels, test\_size=0.2, random\_state=42)  model = Sequential()  model.add(Embedding(input\_dim=max\_vocab\_size, output\_dim=64, input\_length=max\_sequence\_length))  model.add(LSTM(64, return\_sequences=False))  model.add(Dropout(0.5))  model.add(Dense(32, activation='relu'))  model.add(Dense(len(set(labels)), activation=sigmoid))  model.compile(loss='sparse\_categorical\_crossentropy', optimizer='adam', metrics=['accuracy'])  model.fit(X\_train, y\_train, epochs=7, validation\_data=(X\_test, y\_test), batch\_size=32)  loss, accuracy = model.evaluate(X\_test, y\_test)  print(f'Test Accuracy: {accuracy}')  **def predict\_emotion(input\_text):**      input\_seq = tokenizer.texts\_to\_sequences([input\_text])      input\_padded = pad\_sequences(input\_seq, maxlen=max\_sequence\_length, padding='post')      prediction = model.predict(input\_padded)      predicted\_class = np.argmax(prediction, axis=1)      emotion\_label = label\_encoder.inverse\_transform(predicted\_class)      return emotion\_label[0]  **def gradio\_predict(text):**      return predict\_emotion(text)  interface = gr.Interface(fn=gradio\_predict,                           inputs="text",                           outputs="text",                           title="Emotion Prediction",                           description="Enter a sentence and the model will predict the emotion.")  interface.launch() | **3 FACE RECOGNITION USING CNN**  from tf.keras.preprocessing.image import ImageDataGenerator import os gr  data\_dir='C:/Users/VarshaK/Downloads/lfw\_facedata/lfw-deepfunneled/lfw-deepfunneled' datagen=ImageDataGenerator(rescale=1./255,  validation\_split=0.2)  train\_data=datagen.flow\_from\_directory(  directory=data\_dir,  target\_size=(128,128), batch\_size=32,  class\_mode='categorical',  subset='training' )  val\_data=datagen.flow\_from\_directory(  directory=data\_dir, target\_size=(128,128),  batch\_size=32,  class\_mode='categorical',  subset='validation' )  pip install pillow  images,labels=next(train\_data)  plt.imshow(images[3])  class\_indices=train\_data.class\_indices  index\_to\_class={v: k for k,v in class\_indices.items()}  predicted\_label=3 person\_name=index\_to\_class[predicted\_label]  print('predicted person:', person\_name)  model = models.Sequential()  model.add(layers.Conv2D(32,(3,3), activation ='relu', input\_shape=(128,128,3))) model.add(layers.MaxPooling2D(2,2))  model.add(layers.Conv2D(64, (3,3), activation='relu'))  model.add(layers.MaxPooling2D(2,2))  model.add(layers.Conv2D(128, (3,3), activation ='relu'))  model.add(layers.MaxPooling2D((2,2)))  model.add(layers.Flatten())  model.add(layers.Dense(444, activation = 'relu'))  model.add(layers.Dropout(0,2))  model.add(layers.Dense(5749, activation='softmax'))  model.summary()  model.compile(optimizer = 'adam', loss = 'categorical\_crossentropy', metrics =['accuracy']) model.fit(train\_data, validation\_data = val\_data, epochs = 20)  import cv2 import numpy as np  import matplotlib.pyplot as plt  img\_path = "C:/Users/Varsha  K/Downloads/lfw\_facedata/lfw-deepfunneled/lfw-deepfunneled/Aaron\_Guiel/Aaron\_Guie l\_0001.jpg"  img = cv2.imread(img\_path, cv2.IMREAD\_COLOR)  if img is not None:  img\_resized = cv2.resize(img, (128, 128))  img\_resized\_rgb = cv2.cvtColor(img\_resized, cv2.COLOR\_BGR2RGB) img\_normalized=img\_resized /255  plt.imshow(img\_normalized) plt.axis('off')  plt.show()  img\_expanded = np.expand\_dims(img\_normalized, axis=0) result = model.predict(img\_expanded)  print("Prediction result:", result)  else: print("Error: Image not found or could not be loaded.")  predicted\_label = np.argmax(result)  predicted\_label  index\_to\_class[predicted\_label]  def preprocess\_image(image):  image = cv2.cvtColor(image, cv2.IMREAD\_COLOR)  #image = cv2.imread(image, cv2.IMREAD\_COLOR)  image = cv2.resize(image, (128,128))  image = image/255. image =np.expand\_dims(image, axis=0)  return image  def predict(image):  image = np.array(image)  image = preprocess\_image(image)  prediction = model.predict(image)  predicted\_label = np.argmax(result)  return index\_to\_class[predicted\_label]  interface = gr.Interface(fn=predict, inputs=gr.Image(type="numpy"),  outputs=gr.Textbox(),  live=True, interface.launch(share=True) |  |
| **5 B SENTIMENT ANALYSIS USING LSTM**  import re from nltk.corpus import stopwords  from nltk.tokenize import word\_tokenize  from nltk.stem import WordNetLemmatizer  from sklearn.preprocessing import LabelEncoder  from sklearn.model\_selection import train\_test\_split  from tensorflow.keras.preprocessing.text import Tokenizer  from tensorflow.keras.preprocessing.sequence import pad\_sequences  from tensorflow.keras.models import Sequential  from tensorflow.keras.layers import Embedding, LSTM,Dense  from tensorflow.keras.callbacks import EarlyStopping  data = pd.read\_csv("/content/drive/MyDrive/twitter\_training.csv")  validation\_data = pd.read\_csv("/content/drive/MyDrive/twitter\_validation.csv")  X = data.iloc[:,3:] X.head() X.columns = ['text']  X['text'] = X['text'].fillna('') y = data.iloc[:,2:3] y.head()  y.columns = ['label'] nltk.download('stopwords')  nltk.download('punkt') nltk.download('wordnet')  from nltk.corpus import stopwords  from nltk.tokenize import word\_tokenize  from nltk.stem import WordNetLemmatizer  lemmatizer = WordNetLemmatizer()  stop\_words = set(stopwords.words('english'))  def preprocess\_text(text):      if isinstance(text, str):          text = text.lower()          text = re.sub(r'[^a-zA-Z\s]', '', text)          tokens = word\_tokenize(text)          tokens = [lemmatizer.lemmatize(word) for word in tokens if word not in stop\_words]          return ' '.join(tokens)      else:          return ''  X\_preprocessed = [preprocess\_text(text) for text in X['text']]  tokenizer = Tokenizer(num\_words=5000)  tokenizer.fit\_on\_texts(X\_preprocessed)  X\_sequences = tokenizer.texts\_to\_sequences(X\_preprocessed)  X\_padded = pad\_sequences(X\_sequences, maxlen=100)  y['label'].unique() encoder = LabelEncoder()  Y\_encoded = encoder.fit\_transform(y) print(Y\_encoded)  label\_mapping = dict(zip(encoder.classes\_, encoder.transform(encoder.classes\_)))  print(label\_mapping)  reverse\_label\_mapping = {v: k for k, v in label\_mapping.items()} reverse\_label\_mapping  X\_padded.shape Y\_encoded.shape  validation\_X = validation\_data.iloc[:, 3:]  validation\_X.columns = ['text']  validation\_X['text'] = validation\_X['text'].fillna('')  validation\_X\_preprocessed = [preprocess\_text(text) for text in validation\_X['text']] encoder = LabelEncoder()  Y\_encoded = encoder.fit\_transform(y)  validation\_y = validation\_data.iloc[:, 2:3]  validation\_y.columns = ['label']  validation\_Y\_encoded = encoder.transform(validation\_y)  tokenizer = Tokenizer(num\_words=5000)  tokenizer.fit\_on\_texts(X\_preprocessed) | **7 MACHINE TRANSLATION USING ENCODER-DECODER MODEL**  from tensorflow.keras.models import Model  from tensorflow.keras.layers import Input, LSTM, Dense  from tensorflow.keras.preprocessing.text import Tokenizer  from tensorflow.keras.preprocessing.sequence import pad\_sequences  df = pd.read\_csv(r'/content/drive/MyDrive/general\_en\_ta 87k.csv') df = df.iloc[:20000, 1:]  df.columns = ['English', 'Tamil']  df['Tamil'] = df['Tamil'].apply(lambda x: '<start> ' + x + ' <end>')  eng\_tokenizer = Tokenizer()  eng\_tokenizer.fit\_on\_texts(df['English'])  eng\_sequences = eng\_tokenizer.texts\_to\_sequences(df['English'])  tamil\_tokenizer = Tokenizer()  tamil\_tokenizer.fit\_on\_texts(df['Tamil'])  tamil\_sequences = tamil\_tokenizer.texts\_to\_sequences(df['Tamil'])  print(tamil\_tokenizer.word\_index)  num\_encoder\_tokens = len(eng\_tokenizer.word\_index) + 1  num\_decoder\_tokens = len(tamil\_tokenizer.word\_index) + 1  max\_encoder\_seq\_length = max([len(seq) for seq in eng\_sequences])  max\_decoder\_seq\_length = max([len(seq) for seq in tamil\_sequences])  encoder\_input\_data = pad\_sequences(eng\_sequences, maxlen=max\_encoder\_seq\_length, padding='post')  decoder\_input\_data = pad\_sequences(tamil\_sequences, maxlen=max\_decoder\_seq\_length, padding='post')  decoder\_target\_data = np.zeros\_like(decoder\_input\_data)  decoder\_target\_data[:, :-1] = decoder\_input\_data[:, 1:]  encoder\_input\_data = tf.keras.utils.to\_categorical(encoder\_input\_data, num\_encoder\_tokens)  decoder\_input\_data = tf.keras.utils.to\_categorical(decoder\_input\_data, num\_decoder\_tokens)  latent\_dim = 512  encoder\_inputs = Input(shape=(None, num\_encoder\_tokens))  encoder = LSTM(latent\_dim, return\_state=True, return\_sequences=True)  encoder\_outputs, state\_h, state\_c = encoder(encoder\_inputs)  encoder\_states = [state\_h, state\_c]  decoder\_inputs = Input(shape=(None, num\_decoder\_tokens))  decoder\_lstm = LSTM(latent\_dim, return\_sequences=True, return\_state=True)  decoder\_outputs, \_, \_ = decoder\_lstm(decoder\_inputs, initial\_state=encoder\_states)  decoder\_dense = Dense(num\_decoder\_tokens, activation='softmax')  decoder\_outputs = decoder\_dense(decoder\_outputs)  model = Model([encoder\_inputs, decoder\_inputs], decoder\_outputs)  model.compile(optimizer='rmsprop', loss='sparse\_categorical\_crossentropy', metrics=['accuracy'])  model.fit([encoder\_input\_data, decoder\_input\_data], decoder\_target\_data,            epochs=20, validation\_split=0.2)  model.save('English\_tamil\_translation\_model.h5')  encoder\_model = Model(encoder\_inputs, encoder\_states)  decoder\_state\_input\_h = Input(shape=(latent\_dim,)) | **6 PARTS OF SPEECH TAGGING USING SEQUENCE TO SEQUENCE**  import numpy as np  from nltk.corpus import brown,treebank,conll2000  from keras.preprocessing.sequence import pad\_sequences  from keras.models import Sequential,Model  from keras.layers import Embedding,Dense,Input,LSTM,GRU,Bidirectional,SimpleRNN ,RNN  from tensorflow.keras.preprocessing.text import Tokenizer  from sklearn.model\_selection import train\_test\_split  from tensorflow.keras.utils import to\_categorical  nltk.download('treebank')  nltk.download('brown')  nltk.download('conll2000')  nltk.download('universal\_tagset')  treebank\_corpus=treebank.tagged\_sents(tagset='universal')  brown\_corpus=brown.tagged\_sents(tagset='universal')  conll\_corpus=conll2000.tagged\_sents(tagset='universal')  tagged\_sentences=treebank\_corpus+brown\_corpus+conll\_corpus X=[] Y=[]  for sentence in tagged\_sentences:      X\_sentence=[] Y\_sentence=[]      for entity in sentence:          X\_sentence.append(entity[0])          Y\_sentence.append(entity[1])      X.append(X\_sentence) Y.append(Y\_sentence)  word\_tokenizer=Tokenizer(oov\_token='<OOV>')  word\_tokenizer.fit\_on\_texts(Y)  tag\_tokenizer=Tokenizer(lower=False)  tag\_tokenizer.fit\_on\_texts(Y)  X\_sequences=word\_tokenizer.texts\_to\_sequences(X)  Y\_sequences=tag\_tokenizer.texts\_to\_sequences(Y)  maxlen=max([len(seq) for seq in X\_sequences])  X\_padded = pad\_sequences(X\_sequences, maxlen=maxlen, padding='post')  Y\_padded = pad\_sequences(Y\_sequences, maxlen=maxlen, padding='post')  num\_tags=len(tag\_tokenizer.word\_index)+1  Y\_onehot=[to\_categorical(seq,num\_classes=num\_tags) for seq in Y\_padded]  Y\_onehot = np.array(Y\_onehot)  X\_train, X\_test, Y\_train, Y\_test = train\_test\_split(X\_padded, Y\_onehot, test\_size=0.2, random\_state=42)  vocab\_size = len(word\_tokenizer.word\_index) + 1  embedding\_dim = 128  hidden\_size = 256  num\_tags = len(tag\_tokenizer.word\_index) + 1  input\_seq = Input(shape=(maxlen,))  embedding\_layer = Embedding(input\_dim=vocab\_size, output\_dim=embedding\_dim, input\_length=maxlen)(input\_seq)  encoder\_output = Bidirectional(LSTM(hidden\_size, return\_sequences=True))(embedding\_layer)  output\_layer = Dense(num\_tags, activation='softmax')(encoder\_output)  model = Model(inputs=input\_seq, outputs=output\_layer)  model.compile(optimizer='adam', loss='categorical\_crossentropy', metrics=['accuracy'])  model.fit(X\_train, Y\_train, epochs=10, batch\_size=32, validation\_data=(X\_test, Y\_test))  sentence = ["The", "dog", "eats", "snacks"] |  |